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Abstract
In this paper we extend a result of [7] to show that for a fixed discrete-time regular
Markov chain on a general state space, the existence of a cutoff phenomenon for total
variation distance to stationarity as the starting point tends to infinity is equivalent to
the concentration of hitting times for any fixed regular set as the starting points tend
to infinity. We apply this result to show that all random walks on the half-line with
bounded steps exhibit starting point cutoff.
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1 Introduction

In the study of Markov chains, two quantities which are often of interest are hitting
times of certain sets and the time it takes to converge to stationarity. In particular one is
often interested in whether a Markov chain exhibits a cutoff phenomenon (see [1]): the
existence of a time where the total variation distance to stationarity transitions rapidly
from near one to near zero. Theorem 4.1 in [7] shows that for continuous-time Markov
chains on a countable state space, when the Markov chain is started arbitrarily far from
a finite set S, the existence of a cutoff phenomena is equivalent to the concentration of
the hitting times of S, and in this case the hitting times are equivalent to the cutoff times.
The primary goal of this paper is to establish a version of this result for discrete-time
Markov chains on a general state space with the appropriate adjustments.

In Section 2 we establish our setting, notation and definitions and conclude by stating
our main result (Theorem 2.6). The bulk of the proof of Theorem 2.6 is broken up into
two propositions which are stated and proved in Section 4. In Section 3 we state and
prove two lemmas which are the tools used to extend the proof ideas from [7] to the
general state space setting. In Section 5 we use Theorem 2.6 to establish a sufficient
condition for starting point cutoff which is applied in Section 6 to show that all regular
random walks on the half-line with bounded steps exhibit starting point cutoff. In Section
7 we construct a Markov chain and a sequence of starting points that diverge to infinity
but do not exhibit starting point cutoff, and use Theorem 2.6 to justify that it works.
Finally in Section 8 we state and discuss some open problems inspired by the results of
this paper. A web appendix can be found at probability.ca/CutoffWeb where we give a
detailed proof of starting point cutoff for a toy example.
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Starting point cutoff on a general state space

2 Definitions and Statement of Equivalence

Throughout the paper we let P be a ¢-irreducible, aperiodic Markov kernel with
stationary distribution 7 on a countably generated state space (X,B). Given z € X
we can define a Markov chain {X,};>¢ starting at = with Markov kernel P by defining
Xo = « and for ¢t > 1 recursively setting X; ~ P(X;_1,-). We then denote the law of
{X:}+>0 by P, and expectation with respect to this measure by E,. Note that for all ¢t > 0
and A € B,

P.(X, € A) = P(z, A)

where P! is the convolution of the kernel P with itself ¢ times. For any S € B define the
hitting time 7g of S as the random variable

Ts =inf{t > 0: X; € S}

Note that 75 is a stopping time with respect to the filtration {o(Xo, ..., X¢)}i>0. Define
Bt = {A € B: w(A) > 0}. We make the additional assumption that P is regular in
the sense that for any A € B and all z € X, E,[r4] < oo. In fact this is not a strong
additional assumption since it can be shown that a ¢-irreducible, aperiodic Markov
kernel with stationary distribution 7 can be restricted to a regular kernel by throwing
out a set of m-measure zero (see [8]).

In order to generalize Theorem 4.1 of [7] to the general state space setting we will
need a candidate replacement for the role of finite sets. It turns out that for regular
kernels there exists a natural replacement.

Definition 2.1. We call S € B' a regular set if for any A € Bt

sup E;[14] < 00
eSS
In Chapter 11 of [8] it is shown that for ¢-irreducible regular kernels there exists
regular sets. Note that in the discrete state space setting, finite sets will be regular
sets since the supremum becomes a maximum (though infinite sets may or may not be
regular).
Now fix a regular set S € BT.

Definition 2.2. Let x,, be a sequence of starting points in X and let t,, be a increasing
sequence of positive reals such that lim,,_,, t,, = co. We say that 75 concentrates at time
t,, if

25—1’95) —1, foralle >0

n

lim P, (

n—oQ

In other words 75 /t, — 1 in probability.

The following remark provides a characterization of this phenomenon which will be
convenient for our purposes.

Remark 2.3. It is easy to see that 75 concentrates at time ¢,, if and only if the following
two conditions hold:

(i) Foranyc< 1,

lim P, (75 < ctp) =0

n— oo
(ii) Foranyc > 1,
lim P, (15 < ctp) =1

n
n—roo
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Starting point cutoff on a general state space

We now turn our discussion to the convergence of P!(z, -) to the stationary distribution
7. To measure distance between these distributions we use the total variation distance.

Definition 2.4. For any z € X andt € R* define

d, (1) = HPUJ (z,) — 7rH = sup ‘PUJ (A, ) — m(A)
TV AeB

We say that d,(t) is the (total variation) distance to stationarity starting at « after time
t. While this makes more sense when t is a non-negative integer, defining it forany t € R*
will be convenient for defining the cutoff phenomenon. Since P is a regular aperiodic
Markov kernel, it is also a aperiodic Harris recurrent Markov kernel (see Chapter 11
of [8]) and therefore lim,,_,, d..(t) = 0 (see Chapter 13 of [8]). This is sometimes called
the Harris Ergodic Theorem. While the Harris Ergodic Theorem tells you that a Markov
chain converges to its stationary distribution, it gives no qualitative or quantitative
information about this convergence. The cutoff phenomenon (see [1] for a review) is
the observation that for many natural Markov chains (though not all) the total variation
distance to stationarity stays very close to one until it hits some time (the cutoff time)
where it rapidly decays to zero. There are many variations for the definition of cutoff
depending on the setting and problem of interest. Often (as in the case in [1]) a sequence
of Markov chains on a sequence of finite state spaces are considered and cutoff is a
statement about the worst case starting points. In the general state space setting there
may not be a worse case starting point, since starting points can be arbitrarily far away
from the center of the distribution. Instead we consider “starting point cutoff”, similar
to the notion in [7] where we fix a Markov kernel and let the starting point vary.
Definition 2.5. Let z,, be a sequence of starting points in X and let t,, be an increasing

sequence of positive reals such that lim,,_,.. t,, = co. We say that P has (starting point)
cutoff at time t,, starting from x,, if

(i) Foranyc< 1,

lim dy, (ct,) =1

n—oo
(ii) For any c > 1,

lim d,, (ct,) =0
n—oo
Intuitively, if P has cutoff at time ¢,, starting from x,,, it means that for sufficiently
large n, if we start a Markov chain with Markov kernel P at z,, then its distance to
stationarity will be close to one for any time before t,, and close to zero at any time after
tn-
We can now state our main theorem which says that starting point cutoff is equivalent
to concentration of hitting times on regular sets.

Theorem 2.6. Let x,, be a sequence of starting points in X and let t,, be an increasing
sequence of positive reals such that lim,, .. t,, = co. Let S be a regular set. Then P has
cutoff at time t,, starting from x,, if and only if T¢ concentrates at time t,,.

Using Remark 2.3, Theorem 2.6 follows immediately from Proposition 4.1 and Propo-
sition 4.2 below.

3 Lemmas for a General State Space

In this section we prove two lemmas which allow us to extend the ideas from the
proof of Theorem 4.1 in [7] to the general state space setting.
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Lemma 3.1. For any S € B' and ¢ € (0,1) there exists B € B and D > 0 such that
n(B) > 1—¢ andsup,cp P,(1s > D/e) <e.

Proof. Since P is Harris recurrent, for all z € X, E,[rs] < co. Thus if we define for each
deN, Ay = {z € X : E;[rs] < d}, Aq is an increasing sequence of measurable sets
whose union is all of X'. Therefore by continuity of measure there exists N sufficiently
large such that 7(Ap) > 1 —¢ and

sup P(rg > D/e) < (¢/D) sup E,[rs] by Markov’s inequality
TEAD x€ApD
< e Dby definition of Ap

Therefore B = Ap is the desired set. O
Lemma 3.2. For any regular set S, lim,,_,, d,(t) = 0 uniformly on S.

Proof. Since B is countably generated, for each fixed t € N, d,(t) : X — R is measurable
(see the Appendix of [9]). Therefore since for any « € X, lim;_,~ d,(t) = 0 by Egoroff’s
theorem (Theorem 2.33 in [4]) there exists B € BT such that d,(t) converges to 0
uniformly on B. Since S is a regular set there exists M such that for all z € S, E,[r5] <
M.

Let e € (0,1). If we define Tp := [2L], then forall z € S and ¢ > Ty

E.
(M
<e

B

/€)

P.(rp > Tp) < by Markov’s inequality

Since d,(t) converges to 0 uniformly on B there exists 7} sufficiently large such that for
allz € Band t > Ty, d.(t) <e.
Define T := Ty + T7. Then for any x € S and A € B, if t > T then

[P (2, A) — m(4)]

oo

= ];)DPI(X} € Alrp = k) — m(A)|P, (5 = k)
< f PL(X; € Alrp = k) — 7(A)] Pa(rs = K)
<P, (rp > Tp) + kio P, (X, € Alrg = k) — m(A)| Py (15 = k)
<et i;gg [P (y, A) — 7(A)| Pu(rs = k)

by the strong Markov property

To
<e+ Z sup dy(t — k)P (18 = k)
k=0YEB

To

<e+ Zf—:IPm(TB =k) sincet—k>T)
k=0

=cec+eP,(t5 < Tp)

< 2¢
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Therefore (since A was arbitrary) forany z € Sand ¢ > T,

dy(t) < 2e
Since ¢ was arbitrary this proves
Jim d-(0) =0
uniformly on S. O

4 Proof of Equivalence

As stated in Section 2, Theorem 2.6 follows from Proposition 4.1 and Proposition
4.2 which are stated and proved in this section. It is worth noting however that these
propositions prove something slightly stronger, as one direction of the equivalence in
each proposition holds regardless of whether the set S is regular (as long as it is in BT).
The proof of both propositions is based heavily on the proof of Theorem 4.1 in [7], but
uses the lemmas proved in Section 3 to extend it to a general state space.

Proposition 4.1. Let x,, be a sequence in X and let t,, be an increasing sequence
of positive reals such that lim,_,.t, = co. Let S € Bt and consider the following
conditions:

(i) Foranyc< 1,

lim P, (75 <cty) =0

n—o00 i
(ii) For anyc < 1,

lim d,, (ct,) =1
n—oo

If (i) holds then (ii) holds and if S is a regular set then (i) and (ii) are equivalent.

Proof. We first prove (i) implies (i7). Suppose (i) holds. Let ¢ < 1. Let ¢ € (0,1). By
Lemma 3.1 there exists a set B € Band D > 0 such that 7(B) > 1 —¢ and sup,cg P, (75 >
D/e) < e. Since lim,, o t, = o0 and ¢ < 1 we can choose N, sufficiently large such
that for all n > Ny, D/e < 154t,,. Since lim,,_,o P, (15 < <Ht,) = 0 we can choose N;
sufficiently large such that foralln > Ny, P, (15 < <t1t,) < e. Define N := max{Ny, N, }.

2
Then foralln > N

pPletel (g, B)
<P, (18 <ctp)

= IPxn (TS < (TS - TB) + Ctn)

<P, (rs < DJe+cty,)+ P, (s — 7 > D/e) by a union bound

<P, (rs < D/e+cty)+ sup P,(rs > D/e) by the strong Markov property
reB

2
+ ¢ sincen > N;

1
<P, <TS < €t tn) + ¢ since n > Ny and by the definition of B

therefore for alln > N

dy, (cty) > m(B) — Pl (2, B) > 1 -3¢
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Since ¢ was arbitrary this proves
lim d,, (ct,) =1
n—oo

Now we prove (i7) implies (i) when S is a regular set. Suppose S is a regular set and
suppose (ii) holds. Let ¢ < 1. Let e € (0,1/2). Since lim,_,o ds, (<51t,,) = 1 there
exists Ny sufficiently large such that for each n > Ny, there exists A, € B such that
m(Ap) > 1— ¢ and pLsta] (2n, Ap) < . By Lemma 3.2 we can choose Ty sufficiently
large such that for any = € S and ¢ > Tj, d,(t) < 1/4. In particular this implies for
any n > Ny and ¢t > T, that inf,cs P'(z, A,) > 7n(A4,) —1/4 > 1/4. Furthermore since
lim,, , t, = oo and ¢ < 1 we can choose N; sufficiently large such that for all n > N
and ¢ < [ct,| we have |<ELt, | —t > T,. Define N = max{Ny, N1}. Then for any n > N
we have

P, (s < cty)

Letn ]

< Z P, (1s =t)
t=0

letn ]
<4 Z ing PSSl (x AP, (rs=t)| sincen > Nyandn > N,
€
t=0
letn ]
<4 Z P, (XL%MJ €A, |1s =t)P,, (15 =1t) by the strong Markov property
t=0

< 4plsted(z, A,)
< 4e

Since ¢ was arbitrary, this proves

lim P, (75 < cty) =0

n—oo

O

Proposition 4.2. Let x,, be a sequence in X and let t,, be an increasing sequence
of positive reals such that lim,_,..t, = oo. Let S € Bt and consider the following
conditions:

(i) Foranyc > 1,

lim P, (75 < ctp) =1

n— oo
(ii) For any c > 1,

lim d,, (ct,) =0

n—oo

If (ii) holds then (i) holds and if S is a regular set then (it) and (i) are equivalent.

Proof. We first prove (ii) implies (¢). Suppose (i) holds. Let ¢ > 1. Let ¢ € (0,1/2). By
Lemma 3.1 there exists a set B € Band D > 0 such that 7(B) > 1—¢ and sup g P, (75 >

D/e) < e. Since lim,_, d%(cgltn) = 0, we can choose N; sufficiently large such

that for all n > Ny, dmn(“;ltn) < e. In particular this implies that for all n > N,
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Pl (2, B) > 7(B) —e > 1 — 2¢. Since lim,,_,o t, = 0o and ¢ > 1, we can choose
N sufficiently large such that for all n > Ny we have ct,, — [<t1t,] > D/e. Define
N = max{Ny, N1}. Then for any n > N,

=

x

(1s < ctp)
xn(TS < Ctn,XL%th S B)

3

Vv
%

P, (15 < cty | Xt#tnj = y)PL%t”J(xn,dy)

1 e
P, <T5 <ctp — r; th> pLSiin] (zn,dy) by the strong Markov property

[ 1 ci1
1-P, (TS >ty — \\C; th)] PL%th (xnady)

1—P,(rs > D/e)] pleztinl (,dy) sincen > Ny

Il \V]
R~y —r—r

Y

1—sup P, (15 > D/E)} plEta) (Tn,dy)
z€EB

Y

(1—¢)PL= t)(2,.dy) by definition of B

— )Pt ) (2, B)
—¢)(1 —2¢) sincen > Ny

Y

Since ¢ was arbitrary this proves

lim P, (1s <ctp) =1

n—roo

Now we prove (i) implies (ii) when S is a regular set. Suppose S is a regular set and
suppose (i) holds. Let ¢ > 1. Let ¢ € (0,1). Since lim,,—,c P, (15 < <t1t,,) = 1, we can
choose Ny sufficiently large such that for all n > Ny, P, (15 < %tn) > 1—¢. By Lemma
3.2 we can choose T} sufficiently large such that for any = € S and ¢t > Ty, d,(t) < e.
Furthermore since lim,, ., t, = oo and ¢ > 1 we can choose N; sufficiently large such
that forallmn > Ny and ¢ < L%tnj we have |ct,,| —t > Tp. Define N = max{Ny, N1}. Let

A € B. Then for all n > N we have

[Pl (2, A) — m(A))

> [Po, (Xier,) € Alrs =) = m(A)]Py, (15 = 1)
t=0

<Y P., (Xjet,) € Alrs =t) — m(A)| Py, (15 = 1)
t=0

L& ]

1
<P,, (TS > C—;tn) + Z ‘Pxn (X et € Alrg =1t) — 7r(A)| P, (s =1t)
t=0

chl tn]

<e+ Z sup‘PLCt"J*t(:r,A)*W(A)‘Pzn(TS:t)
=0 €S
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since n > Ny and by the strong Markov property

L5 tn]
<ect+ Y supdy(lcta] — )P, (Ts =1)
t—o z€S
|_C21tnj
<e+ Z eP, (r¢ =t) sincen > N;
t=0

1
<e+eP,, (Ts < r; th)

< 2e

Therefore (since A was arbitrary) for any n > N
dy, (cty) < 2e
Since ¢ was arbitrary

lim dy, (ctn) =0

5 A Sufficient Condition for Cutoff

Theorem 2.6 reduces the problem of exhibiting a starting point cutoff phenomenon
for a general state space Markov chain to the problem of showing a concentration of
hitting times to some regular set S. In general this may be just as difficult to show, but
in some cases this may be much easier. In this section we use Theorem 2.6 to establish a
sufficient condition for starting point cutoff. We will use this result in Section 6 to show
that any regular random walk on the half-line with bounded steps exhibits the starting
point cutoff phenomenon.

Proposition 5.1. Suppose there exists a constant C such that forallz € X \ S
|Ex,[rs] — E.[7s]| < C almost surely

Then for any sequence of starting points x,, such that lim,,_, I, [rs] = co we have that
Ts (starting from z,,) concentrates at time t,, = E,_[7s].

In order to prove the Proposition 5.1 (a qualitative result) we first prove a quantitative
concentration inequality. The proof of this lemma is based on a well-known technique
for establishing concentration inequalities for hitting times using the classical Azuma’s
inequality and the fact that the shifted expected hitting times form a martingale (for
example see [6]).

Lemma 5.2. Suppose there exists a constant C such that forallz € X'\ S
|Ex,[rs] — E.[rs]| < C almost surely

Then forany x € X and ¢ > 0,
—2e2E,[r
P, (|rs — Bylrs]| > eB,[rs]) < QeXP(M>

To prove this lemma we state (without proof) the version of the Azuma’s inequality
we will use (see Theorem 5.1 in [2]).
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Theorem 5.3. Suppose {M,}]_ is a martingale with respect to a filtration {F;}_, and
there exists C > 0 such that foreacht > 1,

|[My — M;_1| < C almost surely

Then for any ¢ > 0,

—2¢2
P(Mr — My| > €) < 2exp(T02 )
Proof of Theorem 5.2. Let Xy = z. Fixe > 0. Let T = |(1 4+ )&, [rs]]. For t from 0 to T’
define

Ex,[rs] +t whent < 7g
Mt -
TS when t > 7g

It is easy to check that M, is a martingale with respect to the filtration F; = o(Xo, ..., X3).
Then for any ¢ from 1 to T, either X;_; € S in which case |M;—M;_1| =0, 0or X;_; € X\ S
in which case |M; — M;_1| = |Ex,[rs] — Ex,_,[rs] + 1| < C + 1 almost surely. Therefore
|My — M;—1| < C + 1 almost surely. Thus by Theorem 5.3,

—2e2E, [7] )

P(|Mr — M| = eE,[rs]) < 26XP<(1+€)C2

We will finish the proof by showing that the event |7s — E,[rs]| > ¢E;[rs] implies the
event |Mp — My| > €E,[rs] and therefore

P.(|ts — Ex[rs] > eE,[rs]) < P(|Mr — M| > eE,[rs])

Suppose first 7¢ — E,[r5] > ¢, [rs]. Then 75 > (1 + ¢)E,[rs] > T. In particular this
implies M7 = Ex.,.[ts] + [ (1 +¢)E,[rs]] and since My = E,[rs] we have that | My — M| >
Ex,[rs] + [(1 + ¢)E.[rs]] — Ez[rs] > (Ex,[rs] — 1) + eE,[rs] > ¢E.[rs]. In the other
case suppose E,[rs] — 7s > €E,[rs]. Then T > (1 — ¢)E,[rs] > 7s. In particular this
implies that Mr = 75 and since M, = E,[rs] we have that |Mr — My| = |15 — E,[rs]| =
EI[Ts]—TszéEz[Ts]. O

Proof of Proposition 5.1. By Theorem 2.6 it suffices to show that 75 concentrates at
times t,, = E, _[rs]. Lete > 0. For eachn € N

P, (]ES] - 1] > ) = Py(f7s — Balrs]| > eBurs)

T [TS
—2e2E,[rs]

< 2exp (
Taking the limit as n — co shows that

. Ts
lim P, -1 > =
oo < E,. [s] = 5) 0

n

and therefore

. Ts
lim P, -1 <e) =1
n—oo ( ]Exn [TS] )
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6 Random Walks on the Half Line

In this section we apply Proposition 5.1 to show that all random walks on the half-line
with bounded step size exhibit the starting point cutoff phenomenon. Let {W;},>1 be a
sequence of i.i.d real-valued random variables and let z € [0, 00). We define a random
walk X; on the half-line [0, c0) recursively by setting:

XO =,
X = [Xt—l + Wt]+ fort > 1

where [z]T = max{z,0}. We will also assume that E[W;] = u < 0. It is shown in
Proposition 11.4.1 of [8] that this Markov chain is regular if and only if 4 < 0, and in
this case all compact sets are regular sets. We will consider in particular the regular set
S = {0}. We say that X; is a random walk on the half-line with bounded steps if there
exists C' > 0 such that |W;| < C almost surely.

Theorem 6.1. Suppose X; is a random-walk on the halfline with bounded steps. Then
for any sequence of starting points x,, € [0,00), if lim, . ¥, = oo then X; exhibits
starting point cutoff at time t,, = E,, [{o] starting from z,.

Proof. Fixz € X and let Xy = x. Let S; = Zﬁzl W;. Note that

T{0} =inf{t > 0| X; =0} = inf {t > 0|S; < —z}

Therefore by Wald’s equation (see Theorem 2.6.2 in [3]) we have

]E[ST{O}]

Ex[r0}] = m

but since

—(C+2x)<W,

oy — T S Wrgy +8(rgy 0 = 5

o} < —z almost surely:

we have that
—(C+a) <E[S:,] < -z

and therefore

(C+x)
I

8

S]E(ET S -
[T{0}] .

thus

(Ex, [rioy] = Ealryoy])] < =29 _ (M| +C) 2C
7 7

almost surely

Therefore by Proposition 5.1, X; exhibits starting point cutoff at time ¢,, = E,, [7{0}]
starting from x,,. O

7 An Example Without Starting Point Cutoff

In this section we construct an example of a Markov chain with a sequence of starting
points z,, that diverges to infinity (in the sense that the expected hitting time of a fixed
regular set from those starting points diverges to infinity) where the Markov chain does
not exhibit the starting point cutoff phenomenon from those starting points (meaning
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Figure 1: Example Chain

precisely that there does not exist a sequence of positive reals t,, for which the Markov
kernel associated with the chain has starting point cutoff at time ¢,, starting from x,,).

Consider the Markov chain depicted in Figure 1. Its state space is three disjoint
copies of IN glued together at 0. When at 0 the Markov chain jumps to a state in the
middle row with a Geometric(1/2) distribution. When at a non-zero state z in the middle
row the Markov chain jumps to z in the top row with probability 1/2 or jumps to 2z in
the bottom row with probability 1/2. Once in the top or bottom row the Markov chain
jumps deterministically down in the same row one step at a time until it reaches 0. It is
easy to see that this is an aperiodic regular Markov chain and S = {0} is a regular set.
Now for any increasing sequence of starting points x,, in the middle row we have that
P, (ts = xn) = 5 and P, (75 = 2z,) = 3 so it is clear that lim,_,« E,, [rg] = co and
Tg starting from x,, cannot concentrate at any (deterministic) time ¢,, for any sequence
of positive reals t¢,,. Therefore by Theorem 2.6 for any increasing sequence of starting
points z,, in the middle row, the Markov chain does not exhibit the starting point cutoff
phenomenon.

8 Open Problems

In this section we state and discuss three open problems inspired by the results of
this paper. The first proposes a possible extension of the theory, and the latter two
propose extensions of the application.

Question 8.1. Can one characterize the starting point cutoff phenomenon for a se-
quence of (possibly distinct) regular Markov chains by a concentration of hitting times
(generalizing both Theorem 2.6 and Theorem 1 of [5])?

Theorem 1 of [5] shows that for a sequence of finite irreducible reversible Markov
chains satisfying the product condition, cutoff starting from a sequence of starting
distributions can be characterized by concentration of hitting times for a sequence of
sets “worst in expectation”. While this result only holds for reversible chains and does
not apply directly to the general state space setting of Theorem 2.6, one could imagine a
generalization that applies to sequences of regular Markov chains (on a general state
space). In the case where the sequence of Markov chains is constant this should reduce
to Theorem 2.6. Since the main tool of [5], Starr’s maximal inequality [10], applies on a
general probability space, we believe it is likely that Theorem 1 of [5] can be extended
to sequences of reversible regular Markov chains on a general state space in a similar
way that this paper extends the results of [7] using ideas from [8].

Question 8.2. Could Proposition 5.1 be used to establish a cutoff phenomenon for other
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general classes of chains?

One can think of many examples where the hypothesis of Proposition 5.1 likely holds
but is hard to verify. This is because there does not seem to be any good tools for
computing or bounding [E,[rs] in general. There may however be other interesting
general classes of chains where bounds on this expectation could be derived and the
hypothesis of Proposition 5.1 could be show to hold.

Question 8.3. What are the necessary and sufficient conditions on the (possibly un-
bounded) distribution of W, for the random walk on the half-line X; to exhibit starting
point cutoff?

We showed in Theorem 6.1 that bounded steps is a sufficient condition for random
walks on the half-line to exhibit the starting point cutoff phenomenon, but it is easy
to construct examples which show this is not necessary. It would be interesting to
determine precisely under what conditions a random walk on the half-line exhibits
starting point cutoff.
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